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Abstract - Machine Learning has seen prominent application in healthcare domain. In this paper, an 

attempt has been made to predict the spread of a disease using machine learning algorithms. In this 

research, a model is built to predict the casualties created by a particular virus. A pandemic spread 

analyzer is designed to estimate the cases across the globe. Hyper Parameter Tuned Artificial Neural 

Network is utilized to implement this research. AI based cognitive modeling simulates properties of 

biological neural networks. This research implements this model for better preparation to fight pandemic 

in future. 

 
Keywords – network, pandemic, accuracy, dataset, prediction 

 

 

1. Introduction 

 
An epidemic is the rapid spread of a disease. It 

normally happens within a short period of time. 

During 6th century – 8th centuries, the first plague 

pandemic jolted the world. The second plague 

pandemic (14th century–early 19th century) 

(termed as Black Death) was also precarious and 

took away many lives. Tuberculosis (TB) 

became epidemic in Europe in the 18th and 

19th century. Thus, epidemic has become a 

threat in repeated instances. In this research, it is 

explored how machine learning can help in 

pandemic prediction and possibly help in 

saving mankind. Early 

estimation of the pandemic will help in 

minimizing damages. 

 
Machine learning has seen prevalent usage in 

building Clinical Decision Support system [8]. 

ML classifiers help in disease detection and 

extrapolation. A survey done by Ramalingam et 

al. in 2018, has investigated how ML classifiers 

increase the accuracy in predicting diseases 

[1].Several studies are performed using ANN 

and deep learning to analyze COVID – 19 

pandemic[2]. 

 
In this paper, an effort is made to compute the 

speed at which a virus can spread. The 
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population size, number of carriers etc. are given 

as input. Artificial Neural Network is leveraged 

for this purpose. ANN was proposed by 

Alexander Bain and William James in the year 

of 1890 with an idea to imitate the brain. Just like 

human brain has neurons which are 

interconnected to each other, ANN has various 

layers of network which are linked to each other. 

ANN has seen wide spread application in the 

field of speech recognition, medical image 

processing etc. It is expected that the ANN will 

make decisions in a human-like manner. ANN 

architecture is built by encoding computers so 

that they can act like connected brain cells. 

 

2. Related Work 

 

 
Parthiban and Subramanian leveraged fuzzy 

logic for intelligent disease diagnosis [3] in 

2008. In 2015, Shinde et al. used Naïve Bayes 

classifier and k-means clustering for 

categorizing heart disease [4]. In 2016, Li et al. 

used a combination of KNN and CFS 

(Correlation Feature Selection) to study EEG 

graphs[5]. 

 

Khanday et al. utilized ensemble classifiers for 

classifying clinical reports [6]. The authors 

showed that logistic regression and Naïve Bayes 

performed better by getting 96.2 % testing 

accuracy. Randhawa et al. tried to analyze 

COVID – 19 virus genome signatures [7]. The 

authors united machine learning and MLDSP for 

categorizing COVID – 19 genomic sequences. 

 

3. Implementation 

The dataset was taken from machine learning 

repository. Individual data of the pathogens, 

their rough estimation of sizes and shapes are 

present in the dataset. The database of epidemic 

and pandemic lists, their duration and start year 

were created. The model starts with data cleaning 

and filling in the missing values with mean 

values. 

The process of binning is used to create bins for 

the parameter of Death Toll. Different 

categories of this parameter are – 

 

 

 Outburst Class 1(Cases=0-1K), 

 Outburst Class 2(Cases=0-1K), 

 Epidemic (Cases=10k-100k) 

 Pandemic(100k+) etc. 

 
 
Fig.1 represents the dataset in detail. Important 

fields from the dataset are – disease name, 

disease type, carrier etc. 

 

Next, the ANN was implemented. In case of 

ANN, the input layer accepts inputs in several 

formats provided by the programmer. The 

hidden layer performs all the calculations to find 

hidden features and patterns. The input has gone 

through transformations with the help of hidden 

layer and finally output result is obtained. The 

weighted sum of the inputs and a bias is 

represented as – 

 

Inspired by all these work, this study explored 

the application of ANN in virus spread 

detection. 

 

𝑛 
𝑖=1 

 
𝑊𝑖 * 𝑌𝑖 + B (1) ∑ 
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The proposed model will be taking the given 

inputs and will classify the virus on the 

probabilistic value on how much cases can be 

caused due to the spread of virus in the given 

categories. The model is created using Artificial 

Neural Networks by forming layers which have 

different no. of neurons present in it so as to 

predict the output in the output layer with the 

probabilistic values generated using the weights 

and parameters fed to the network (Fig.2). 

Bayesian Optimizer is used which helps in 

setting the most appropriate parameters for the 

model. 

 

 

 
 

Fig. 1: Different Fields of Subject Dataset 

R Sravan Kumar et. al., American Journal of Electronics & Communication, Vol. II (4), 21-25 
 



AJEC | April, 2022 | © SMART SOCIETY | (www.ajec.smartsociety.org)                                                                    Page 24 

 

 
 

 

Fig. 2: Code Snippet for ANN Implementation 
 

 

4. Results 

The obtained results are tabulated in Table 1. 

The Precision is represented by the ratio of True 

Positive elements to total number of positively 

predicted units. True Positive are the elements 

that have been labeled as positive by the model 

and they are actually positive, while False 

Positive are the elements that have been labeled 

as positive, but they are actually negative. 

Precision is a good measure to determine, when 

False Positive is high. For instance, in email 

spam detection, user may lose track of important 

emails if the precision is not high for the spam 

detection. 

Recall determines how many of the True 

Positives the model can detect. F1 score is the 

harmonic mean of precision and recall. In order 

to achieve a balanced classification, we have 

tried to maximize the F1 score. 

 
 

Table 1: Obtained Results after ANN run 
 

Metrics Value 

Accuracy 81% 

F1-Score 92% 

Precision 63% 

Recall 62% 

 

5. Conclusion 

The research is conducted keeping in mind the 

current pandemic scenario. According to the 

October 2020 'Era of Pandemics' report by the 

UnitedNations' Intergovernmental Science- 

Policy Platform on Biodiversity and Ecosystem 

Services (written by 22 experts in a variety of 

fields) it is estimated that as many as 

850,000viruses will be transmitted from 
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animals to humans. Hence, towards an attempt 

to analyze the propagation and prevention of 

pandemic this research utilizes the cutting edge 

technologies. 
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